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Justification of sample size calculation is a vital part of any clinical research. However, estimating the 

number of participants required to give a valid result is not always easy. Studies that have a sample 

size that is too small will be underpowered and may lead to inconclusive results, while too large of 

sample size will lead to waste of resources and expose more participants than necessary to any related 

risk related to the study. Important components that are required in the calculation of sample size 

include study design, an estimated important effect size, type 1 error, type 2 error, desired power, also 

sometime number of variables and precision are relevant considerations. A brief discussion of the 

important components of sample size calculation had been discussed in a previous article on 

Determination of Sample Size (CLICK HERE).  

This article will briefly describe important steps in sample size calculation for clinical trials followed with 

observational studies. In addition, this article will introduce the methods to calculate sample size 

required for studies using common statistical analysis in multivariable modelling. There are various 

ways to estimate sample size required for a proposed study.  

Sample size calculation can be done manually using specific formula or sample size software can be 

used to ease the calculation. Common free software to calculate sample size is available at Software & 

Calculator | HOSPITAL PENGAJAR UNIVERSITI PUTRA MALAYSIA (upm.edu.my). Nowadays, scholars 

have tabulated sample size table from various statistical test and these are also available in the 

literatures. Some scholars presented their sample size estimation using nomograms.”   

Study Design 1: Randomised Controlled Trial 

Randomised controlled trials (RCT) are prospective studies that commonly used to measure the 

effectiveness of a new intervention or treatment. Many clinical trials that do not carefully consider the 

sample size requirement turn out to lack the statistical power or the ability to detect intervention effects 

of magnitude that has clinical importance (45,46). The numerous designs of RCT such as parallel RCT, 

cluster RCT, and factorial will require slightly different sample size estimation approaches. This article 

will demonstrate an example for parallel RCT which is the most common RCT. The method to calculate 

sample size for other design of RCT will be discussed in future articles. 

Generally, there are two types of formula to calculate sample size in RCT which are two 

proportion which be used in dichotomous data (the outcome) and two means which being used 

for continuous variable (the outcome) with the assumption that the sample are recruited and 

assigned randomly to the groups. 

Using the recently published study on JAMA, the ITECH trial with the aim to determine the efficacy of 

ivermectin in preventing progression to severe disease among high-risk patients with COVID-19. 

Let’s go through the statement in study on the section of sample size. 

The sample size was calculated based on a superiority trial design and primary outcome measure. The 

expected rate of primary outcome was 17.5% in the control group, according to a previous local data 

of high-risk patients who presented with mild to moderate disease. A 50% reduction of primary 

outcome, or a 9% rate difference between intervention and control groups, was considered clinically 

important. This trial required 462 patients to be adequately powered. This sample size provided a level 

of significance at 5% with 80% power for 2-sided tests. Considering potential dropouts, a total of 500 

patients (250 patients for each group) were recruited. 
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1) Using two proportion formula (Pocok’s formula) 
n= [(p1 (1-p1) + p2 (1-p2)]x (Zα + Z β)2/ (p1-p2)2 

n=[0.175(1-0.175)+0.087(1-0.087)]x(0.84+1.96)2

(0.175-0.087)2 

 = 228 per arm, so there are two arms in the trial 

Total sample size required: 457 with 10% drop up, 

round up to nearest number total 500 participants needed. 

2) Using G-power software using exact test

Exact – Proportions: Inequality, two independent groups (Fisher’s 

exact test)  

Options: Exact distribution 
Analysis: A priori: Compute required sample size  

Input: Tail(s) = Two 
Proportion p1 = 0.1750000 

Proportion p2 = 0.08699999999999999 

α err prob = 0.05 
Power (1-β err prob) = 0.8 

Allocation ratio N2/N1 = 1 
Output: Sample size group 1 = 247 

Sample size group 2 = 247 
Total sample size = 494 

Actual power = 0.8011141 

Actual α = 0.0352500 

The concept of sample proportion as shown above is relevant, 

however, modification is needed to calculate sample size for 

continuous variable. Below is the formula for continuous outcome 
variable: 

N = 2ơ2 (Zα+Zβ)2 

       ∆2 

Below is an example of sample size calculation for continuous outcome variable which is blood pressure. 

A new antihypertensive drug is to be tested against current treatment practice in people with systolic 

blood pressure > 160 mmHg and/or diastolic blood pressure > 95mmHg. It is felt that if the new drug 

can achieve blood pressure levels that are on the average 10 mmHg than those achieve using current 
treatment then it would be accepted by the medical community. The investigators would like at least 

90% power and have chosen  = 0.01 (two-sided) as the current therapy is quite acceptable and 

they want to be sure that the new therapy is superior before switching over. Blood pressure 
measurement has a standard deviation of 20 mmHg. 

= 0.01 =10 Z =2.58  = 0.1 =20 Z =1.28 

where : 

n = required sample size  

α = level of statistical significance 

1- = power of study

z = value of the standard normal

distribution cutting off probability  in one tail

for a one –sided alternative or /2 in each tail

for a twosided alternative

z = value of the standard normal distribution

cutting off probability 

Where: 

 = standard deviation of either group  

 = expected detectable difference between two groups  

z = value of the standard normal distribution cutting off 

probability  in one tail for a one –sided alternative or /2 

in each tail for a two-sided alternative  

z = value of the standard normal distribution cutting off 

probability 
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Substitute the value into the 
formula 

N = 2ơ2 (Zα+Zβ)2 
       ∆2 

n = 119.2 

Study Design 2: Observational Study 

Cohort, cross sectional, and case-control studies are examples of data collection designs in 

observational studies. Often, these studies are the only practicable method of studying various problems 

related to a disease of interest, for example, studies of aetiology are one of the instances where a 

randomised controlled trial might be unethical, or if the condition to be studied is rare. 

Researchers can utilise similar formula to calculate sample size. However, little modification is needed 

for calculation sample descriptive studies which mainly aimed to determine the prevalence of diseases 

size. One proportion sample size formula can be used to calculate sample size in descriptive studies. 

The main difference between one proportion and two proportion formulae is the calculation in one 

proportion formula do not involve hypothesis testing thus power is not included in the formula. 

One proportion sample size formula: 

Where: 

p : expected proportion of individuals in the sample with the 

characteristic of interest at the determined 100(1-)% 

confidence interval. It can be obtained from literature or a pilot 

study or preliminary work  

 = precision (generally at 0.05, however it can be adjustable to 

achieve affordable, feasible and statistically meaningful sample 

size 

On the other hand, the figure below showed the calculation of 

sample size using the software Power and Sample Size. 

Required sample size is 120 per  
group (240 hypertensive in all)  
It is recommended to consider  
10 -20% drop out rates in the sample 
size calculation. 

The number of sample size 
calculated using the software also 
yielded almost similar value which is 
121 subjects per group.  
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Below is an example of sample size calculation using one proportion formula: 

A local health department wishes to estimate the prevalence of dental carries among children under 12 

years of age in its locality. How many children should be included in the sample so that it may be 

estimated to within 5 percentage points of the true value with 95% confidence? It has been 

estimated that the prevalence of dental carries among children was 20% from previous literature 

Solution : 

Anticipated population proportion (p) = 20% (0.2) 

Level of significance = 5% (0.05)  

Absolute precision () =  5%  

n = 246  

The sample of 246 children required at the analysis stage. 

3) Calculation Based on Statistical Analysis:

Multivariate analysis deals with simultaneously predicting multiple outcomes while multivariable 

analysis is a tool for determining the relative contributions of different factors to a single event.  

Observational study that is causal in nature will has many confounding factors that can be controlled 

using multivariable analyses. Generally, the number of sample size required for observational studies 

with planned multivariable analysis is higher compared to univariate and bivariate analysis. The number 

of sample size is heavily depended on the number of independent variables in the final model. 

Different types of statistical test require different method of sample size calculation.  

Table 1 shows the published articles related to sample size determination for various statistical tests. 

Statistical test Published articles 

a/ To estimate parameters 

for population 

Krejcie and Morgan (1), Lachin (2), Campbell et al. (3), Bartlett et 

al. (4), Israel (6), Naing et al. (7) 

b/To infer the results for larger population 

Correlation Cohen (8), Algina and Olejnik (9), Bujang and Nurakmal (10) 

Intra-class correlation Fleiss and Cohen (11), Bonett (12), Zou (13), Bujang and Baharum 

(14) 

Kappa agreement test Cicchetti (15), Flack et al. (16), Cantor (17), Sim and Wright (18), 
Bujang and Baharum (19) 

Independent sample t-test 
and paired t-test 

Lachin (2), Cohen (8), Dupont and Plummer (20). 

One-way ANOVA Cohen (8), Jan and Shieh (21) 

Pearson’s chi-square Lachin (2), Cohen (8), Dupont and Plummer (20) 

Cronbach’s alpha Bonett (22), Bonett (23), Bonett and Wright (24), Bujang et al.(25) 

Sensitivity and specificity Buderer (26), Malhotra and Indrayan (27), Bujang and Adnan (28) 

Linear regression or Multiple 

linear regression  

Cohen (8), Dupont and Plummer (20), Hsieh et al. (29), 

Knofczynski and Mundfrom (30), Tabachnick and Fidell (31), 
Bujang et al. (32). 

Analysis of covariance Borm et al. (33), Bujang et al. (34) 

Logistic regression Peduzzi et al. (35), Hsieh et al. (29), Bujang et al. (34) 

Survival analysis Lachin (2), Lachin and Foulkes (36), Dupont and Plummer (20). 

Cox regression Peduzzi et al. (37), Hsieh and Lavori (38), Schmoor et al. (39). 

Exploratory factor analysis Barrett and Kline (40), Osborne and Costello (41), Bujang et al. 
(42),Bujang et al. (43). 

 Table adapted from Bujang MA. A step-by-step process on sample size determination for medical 

research Malays J Med Sci. 2021;28(2):15–27. https://doi.org/10.21315/mjms2021.28.2.2. 
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Next, this article will discuss on the rule of thumb for common statistical test used in medical and clinical 

research which include logistic regression, cox regression, multiple linear regression and analysis of 

covariance ( ANCOVA). 

i) Logistic regression and cox regression:

The similarities between logistic regression and cox regression are both have binary outcome. 

Therefore, similar formula can be applied to calculate sample size. Previous study by Peduzzini et al 

(1996) suggested to used EPV 10 (event per variable = 10) where the rule of thumb depends on a few 

parameters which are: 

1/ Prevalence of the outcome of interest  

2/ Number of participants to be recruited 

3/ Number of independent risk factor on final model 

However, the rule received some critics and recommended to used EPV20 instead of EPV50. In a latest 

publication by Bujang et al (2018), the author recommend a simplified version of formula which is : n 

= 100 + 5i where i refers to number of independent variables in the final regression model. 

ii) Multiple linear regression (MLR) and analysis of covariance (ANCOVA)

MLR and ANCOVA share a common assumption however usually applied in different scenario.   The 

proposed formula to be used in multiple linear regression (MLR) and general linear model (ANCOVA) is 

N> 50 + 8M as proposed by Tabachanick et al (2013).

Where : 

N = sample size required 

M= no of predictors or risk factor 

Although sample size estimation based on a rule of thumb may considered as a weak method compare 

to the proper sample size calculation, but scholars have proposed rule of thumbs to ease researchers. 

The idea is researchers to be able to come out with sufficient sample size that will likely prevent the 

study from underpowered and at the same time prevent them from wasting resources. In addition, it 

is not practical to calculate sample when the minimally important effect sizes are unknown and 

unpredictable.  

In a nutshell, there is no one-size-fits-all formula for sample size calculation that will be able to fit all 

study designs and statistical analyses. Sample size must be calculation properly to ensure the study 

have enough power to justified the aim of the study. 
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